CHAPTER 3

CLIMATE CHANGE

Given the concentrations of greenhouse gases and
resulting radiative forcings during particular years, pro-
jections of sea level rise require two types of climatic
information: (1) estimates of the downward penetration
of heat for calculating the thermal expansion of ocean
water; and (2) estimates of polar air temperatures, water
temperatures, seaiice, and precipitation changes for cal-
culating the glacial contribution to sealevel.l

Following the general convention, we use a
one-dimensional ocean model to simultaneously
calculate transient air temperatures and thermal
expansion of ocean water. We then employ sub-
sidiary equations to estimate changes in sea ice
and polar temperatures. After summarizing the
results from our initial draft assumptions, we pre-
sent the assumptions suggested by the expert
reviewers and the resulting estimates. Because a
different set of reviewers commented on our equa-
tions for polar precipitation, we present those
assumptions and results separately at the end of
this chapter.

PART A: TEMPERATURE AND
THERMAL EXPANSION

The Use of 1-D Ocean Modelsto
Estimate Global Temperature and
Thermal Expansion

Although three-dimensional models are generally
used to estimate equilibrium responses to greenhouse
gases, their cost is too great for undertaking analyses
that require many runs of agiven model. Hoffert et a.
(1980) first proposed a one-dimensional upwelling-
diffusion model for analyzing global warming during
specific years;, numerous studies have employed that
model and its descendants. The most widely used of
these descendants is the model by Wigley & Raper
(1987, 1992), which has been used to produce the
official temperature and sealevel scenarios of the Inter-
governmental Panel on Climate Change. Seeeg., IPCC

1ideally, we would aso like to know whether the precipitation in
polar areasisin the form of rain or snow. Because the models we
use for Greenland and Antarctica assume that all precipitation is
snowfall, this chapter does not address that question.
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(1990, 1992). To be consistent with IPCC, we used the
Wigley & Raper mode aswell.2 The model requires us
to supply coefficients for (1) the equilibrium average
surface warmings for a CO, doubling (AT,y); (2) verti-
ca mixing/diffusion (k); (3) upwelling velocity (w); and
(4) the ratio of the warming of newly formed (polar)
bottom water to warming of surface water ().

Like IPCC and Wigley & Raper, we ran the
model using historic concentrations of greenhouse
gases from a representative preindustrid starting point
(i.e., 1765) to the present. This procedure ensures that
when we project the model into the future, the resulting
estimates of thermal expansion and warmer tempera-
tures reflect the delayed impact of past emissions as
well as the impact of future emissions. While asingle
historic simulation might be preferable,* we follow the
convention of IPCC and Wigley & Raper by smulating
the model over the historic datafor each of our smula-
tions. Figure 3-1 compares actua temperatures with
the projected temperatures using the Wigley & Raper
model under various scenarios. The model projects a
flattening out of the warming over the years 1955-70
because of the negative forcings associated with sul-
fates and CFC-related ozone depletion (see Chapter 2).

Unlike the original version by Hoffert et al.
(1980), this model treats the two hemispheres sepa-

2Tom Wigley and Sarah Raper helped us adapt their model for our
purposes.

3Since at least 1979, studies of the greenhouse effect have focused
on the equilibrium impacts of a CO, doubling, that is, an estimate
of how much the Earth’s average temperature would rise if the con-
centration of atmospheric CO, doubled and then remained at the
higher level indefinitely. Seee.g., NAS (1979).

4For the reader familiar with one-dimensional modeling, we note that
this procedure may be analytically and computationaly inferior to
simply running the historical simulation to 1990 once and starting
each of the 10,000 simulations at that point. For example, if we
assume that temperature sengtivity is 4.5°C, the model estimates
much more historical warming than what actually occurred, which in
turn implies agreater temperature difference between the mixed layer
and the thermocline than actually exists. As aresult, the model will
overstate the downward penetration of heat and therma expansion
that ought to result from future greenhouse forcing. Conversely, for
low values of AT,y, the model understates thermal expansion.

A decline in upwelling also reduces the temperature difference
between the surface and the thermocline. Asaresult, the net effect of
simulating history each timeisfunctionally similar to imposing a cor-
relation between low values of AT,y and declines in upwelling. But
see Chapter 9, Notes6 and 7.
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Figure3-1. Comparison of Historic Temperatures
and Projections of the Wigley & Raper Model.
Curves (i) and (ii) use the medium assumptions and
IPCC scenario 1S92a emissions of greenhouse gases;
(ii) aso includes the offsetting forcings from sulfates
and CFC-induced ozone depletion. Curves (iii) and
(iv) arethesame as (ii), except for AT,y valuesof 1.5
and 4.5°C. Curve BAU isthe same as (i), except that
it uses the IPCC (1990) “Business-as-Usua” emis-
sion scenario. The jagged curve that stops in the
1990s represents historic temperatures.

rately. Thus, it would be possible to supply the model
with Northern and Southern Hemisphere valuesfor k,
1T, and w. Nevertheless, we follow the convention of
previous studies and run the ocean model based on
the assumption that these parameters have the same
values for both hemispheres.>

Previous assessments of sea level rise have
assumed that the values of these parameters are fixed.
In reality, however, the three-dimensional processes that
11, K, and w approximate are all likely to change. The
importance of alowing for such changes depends on the
purpose to which the modd is likely to be put, eg.,
whether the principal goal isto project transent surface
temperaturesor sealevel. Regardless of the valuesof T,
k, and w, the transient air temperature will eventualy
approach AT,y if CO, is held fixed at twice its pre-
industrial concentration; those parameters merely
determine how rapidly temperatures adjust to their
equilibrium. 1PCC (1990) showed that temperature is
not extremely sensitive to these parameters, especially
after the first few decades of amodel run.

SWe occasionally refer to hemisphere-specific values for these para
metersas part of the conceptual justification for the global valuesthat
we use, but all model runs use the same values for both hemispheres.
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Sealeve risg, by contrast, isvery sendtiveto these
parameters, particularly in thelong run. For agivenrise
in global surface temperatures, the oceanic expansion
depends on the resulting rise in water temperatures at
every depth. The upper (mixed) layer warmsalmost as
much as the Earth’s average surface temperature, but
the bottom water only warms by 1t times that amount.
Intermediate watersinitially warm less than the bottom
water, but eventually warm more than the bottom and
less than the surface.®

Figure 3-2illugtrates the sengitivities of theWigley
& Raper mode to a CO, doubling, holding k and w
constant at the median values described below, for
=0, 0.2, and 1.0, and AT,4=2.5°C.” Surface tem-
perature change is about 18 percent less for =1 than
for =0 after the first 100 years, and 16 percent less
after 500 years. Thermal expansion, however, is40 per-
cent greater after 100 years, 90 percent greater after
200 years, and over threetimes as great after 500 years.
Thisdifference occurs because even after 500 years, the
deep ocean (e.g., depth of 2 km) warmsonly 0.05°C for
=0, while for T=1 it warms by approximately 1°C.
During the first century, most of the thermal expansion
takes place in the mixed layer and upper thermocline,
which warm by about the same amount for =0 and
1=1. During later centuries, however, the mgjority of
expans on comes from the thermocline and deep ocean.
Even though both the warming and the coefficient of
expansion are much greater for the mixed layer than for
the thermocline and deep ocean, there is far more water
to expand in those lower layers; hence they ultimately
contribute the mgjority of thermal expansion.

Figure 3-2 dso illustrates the impact of an instan-
taneous 50 percent decline in deepwater formation (w)
with no change in greenhouse gas concentrations (the
relevance of which is discussed below).8 Such achange
in ocean circulation would warm the thermocline
(Figure 3-2b) substantially. Assuming that =0.2, a
50 percent decline in deepwater formation would

6This model artifact probably does not correspond to reality. See
Figure 3-5 and accompanying text, infra.

7The significance of these parameter values is described below. We
remind the reader that the assumption 1=1 implies that the water
that sinks toward the bottom in polar regions warms as much as the
global average warming; =0 implies that the water sinks at the
same temperatures as today. For a given amount of heat, warmer
sinking water means that the water remaining at the surface is cold-
er.

8The paramater literally represents the average rate of upwelling
throughout all portions of the ocean other than those where down-
welling occurs. Because the amount of deepwater formation is
proportional to the upwelling velocity, we mean both “deepwater
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Figure3-2. Impact of CO, Doubling or 50 Percent Reduction in Deepwater Formation: Evolution Over Time.
Impacts on (&) surface temperature; (b) thermocline temperature at 520 m depth; (c) deep ocean temperature at 2020
m depth; and (d) ocean expansion, resulting from one-time doubling of CO5 or halving of deepwater formation, with
AT,x=2.5"C, as projected by the Wigley & Raper model. The first three curves assume a CO, doubling with cli-
mate sensitivity of 2.5°C, with tequal to (i) O, (ii) 0.2, and (iii) 1.0. The fourth curve (iv) holds greenhouse gases
constant but cuts the upwelling velocity from 4 m/yr to 2 m/yr, with =0.2.

raise sea level about as much as a CO, doubling
(Figure 3-2d).

When using an upwelling/diffusion model to
estimate thermal expansion, the sinking water ampli-
fication parameter Tt serves two purposes, which tend
to suggest vastly different values. Thedirect function
of the parameter is to indicate the rise in the temper-
ature of newly formed deep water as a fraction of the
warming of globally averaged surface temperature.
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For a given value of the upwelling velocity parame-
ter w, however, Tt represents the equilibrium ratio of
the warming of all deep water to the warming of the
surface temperatures. Because the Earth will not
warm enough to measure Tt for several decades, this
parameter must be picked based on theory and judg-
ment, not measurement. This judgment would be
substantially helped, however, if three-dimensional
modeling studies would report the temporal evolution
of Te—preferably for both hemispheres.



Chapter 3

Previous assessments have generaly picked w
and k based on direct measurements and the fact that
the existing temperature-depth profile is determined by
agivenratio of k/w. By contrast, Ttcannot be measured
directly; thus, it is picked so that the one-dimensional
model has desirable properties. A vaue of =1 alows
the model to assume that, in equilibrium, the shape of
the temperature-depth profile does not change; this
assumption is a reasonable default because no one
knows whether the difference between temperatures of
deep and surface water will increase or decrease. A
value of =0 alows the model to reflect the fact that
most deep water is formed by the creation of seaice,
which will aways occur a the same temperature,
unless seaice changes substantially.®

The initial smulations we distributed to the
reviewers were split evenly between runsin which we
employed (a) fixed values of the three parameters and
(b) those in which we alowed w to change in response
to global temperatures.

Fixed Parameters (OM1)

One can pick Tt based on either (1) a ressonable
assessment of thewarming of polar snking water or (2) on
desired equilibrium properties of the model. Most deep
water is formed by the freezing of surface sea water:
The st is separated from the ice, leaving abrinethat is
denser than surrounding sea water due to its higher
salinity and perhaps its colder temperature as well.
Because global warming will not change the tempera-
ture at which saltwater freezes, the deep water that is
formed would logically be no warmer than it is today,
implying that T=0. The assumption of T=1ismore rea-
sonable for areas where deep (or intermediate) water is
formed as a result of evaporation-driven salinity
increases, as in the North Atlantic and Mediterranean
regions. If one assumes that Tig,=0 for the 80 percent
of bottom water formed through sdlt rejection in the
Antarctic, but that T=1 for the 20 percent that is
formed from evaporation in the Northern Hemisphere,
the average global value of 1tis 0.2.

One conseguence of using a low value of Ttin
thermal expansion calculations is that most of the
ocean is assumed to warm much less than the surface,
even in equilibrium. Asaresult, total thermal expan-
sion estimates are lower than would be the case if all
of the ocean warmed uniformly, especialy in the long
run.10 In the absence of a strong theoretical explana-

9The relationship between Tt and seaice formation is described
further, below.
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tion for how the shape of the temperature profile
might change, a reasonable default assumption might
be to assume no change. Thus, for example, IPCC
(1990) assumes that 1=1; as Figure 3-3 shows, the
temperature-depth profile flattens if =0, while largely
retaining its current shape if T=1.

A possible problem with 1=1 is that such an
assumption, at least superficidly, implies that the
newly formed polar bottom water warms 1:1 with the
global average surface temperature. Many researchers
find this assumption unlikely because of therole of sea
ice; see eg., Wigley & Raper (1991). Others believe
that, in the long run, the downwelling water could
warm as much (and perhaps more) than the global
average warming, but that initially the warming will be
less because Antarctic warming will lag behind global
warming. As aresult, theinitial value of Tig is close
to O, but it gradually increases to (and perhaps even
beyond) avalue of 1.0.11

Schlesinger & Jiang (1991), for example, ran
their coupled ocean/atmosphere model for twenty
years, after which time polar ocean temperatures are
projected to warm between 0.004 and 0.57 times the
global average warming, with a depth-averaged value
of 0.14. They suggested that with a longer run, the
depth-averaged value would probably be closer to 0.4;
accordingly, they suggested that it would be appropri-
ate for analyses employing smpler models to assume
that T=0.4.

The analogy between three-dimensional and one-
dimensional models is less than perfect. Most impor-
tantly, 1t does not literally represent polar warming; a
1-D model does not even have latitude. Instead, Ttrep-
resents the amount of additional heat conveyed by
downwelling to the deep ocean, expressed as afraction
of the amount of heat that would be conveyed if green-
house forcing warmed the downwelling water by as
much as it warms the average surface temperature.
Therefore, TEAT p14/ATgiopa ONlY it AT g is aver-
aged only over the regions and seasons in which
downwelling takes place. Because the Schlesinger &
Jiang calculations do not refer directly to the warming
of the downwelling region, their suggestion that 1==0.4
is somewhat ad hoc, but it is probably as reasonable as
other procedures for picking the value of 1t

101n the very long run, it is even theoretically possible for the bot-
tom water to warm more than the surface—especially if bottom-
water creation due to seaice formation were to decline.

11see Expert Judgment, infra for a discussion of the wide diver-
gence of opinion on the value of Tt
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Figure 3-3. Impact of CO, Doubling or 50 Percent Reduction in Deepwater Formation: Depth-Temperature
Profiles. These profiles correspond to Figure 3-2; i.e., instantaneous CO, doubling in 1990 with (&) 1=0, (b) =0.2,
and (c) T=1.0; and (d) no change in CO, but 50 percent reduction in upwelling velocity. Each box shows profiles

for years 0, 250, 350, and 750.

An aternative approach isto pick the value of 1t
that comes closest to duplicating temperature or ther-
mal expansion estimates from a 3-D coupled ocean
model. As we discuss below, for example, Figure 3-6
showsthat avalue of T=0.6 approximates the 25 cm of
thermal expansion projected over a 95-year period by
the GFDL model; a value of 0.13 approximates the
Southern Hemisphere surface warming.

Allowing w to Vary (OM2)12

As long as the three parameters are fixed, the
value of Tt determines the amount of heat reaching the
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deep ocean. Thus, other than by sheer coincidence, it is
impossibleto pick aspecific value of Ttthat both (1) con-
formsto the narrow definition TEAT 4 sinking/AT giobal
and (2) functiondly represents a desired assumption
regarding the long-term evolution of AT face— AT gea-
The approach endorsed by Wigley & Raper and
Schlesinger & Jiang (1991) focuses on the former—
which is at least arguably “measurable” from 3-D
transient experiments—and accepts whatever result is

12We remind the reader that by “fixed w,” we mean that w=wj
throughout a given simulation, not that all simulations use the same
value for w.
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implied regarding equilibrium deep ocean tempera-
tures (and thus thermal expansion). The approach
followed by IPCC (1990), by contrast, (a) constrains
the calculations to a reasonable default assumption
that in the long run the middle and deep oceans warm
as much as the surface, and (b) accepts the implied
assumption that the bottomwater-formation tempera-
ture rises by ATy 0pa, €ven though the freezing point
of water stays relatively constant.13

If one alows w to vary over time, by contrast,
one can assume that sea water will continue to freeze
at the same temperature, without having to assume
that, in equilibrium, there will be a large increase in
the temperature difference between bottom and surface
waters, by contrast, when 1=0 and w is fixed, this
assumption isunavoidable. Thus, our second approach
isto assume that in the Southern Hemisphere, =0, but
that wgy declinesin proportion to the decline in annual
Antarctic seaice formation that accompanies warmer
temperatures. Because Northern Hemisphere deep water
is generally not formed by freezing, we assume that
Tyn=1. This case also assumes that wy declines,
albeit for a different reason: increased precipitation
prevents salinity in the Gulf Stream from rising as
much as today, thereby reducing downwelling in the
North Atlantic. See Manabe & Stouffer (1993).

Figure 3-4 compares the (OM2) case where
1=0.2 and w declines geometrically by 15 percent per
degree Celsius (C) of surface warming, with three
OM1 cases (fixed w) where Ttis set to 0, 0.2, and 1.0.
The figure illustrates warming at (@) the surface and
depths of (b) 520 m and (c) 2000 m, as well as (d)
thermal expansion. Radiative forcing is based on the
IPCC (1990) “Business-as-Usual” scenario through
the year 2100, and constant thereafter, with
AT,y=2.5. For thefirst century, the surface tempera-
ture of the OM2 (variable-w) case is within 1 percent
of the OM1 (1=1) case, while thermal expansion is
somewhat less. During subsequent centuries, thermal
expansion diverges markedly.

The rough equivalence in therma expansion
estimates is largely coincidence. Given the similarity
of surface temperatures, both cases have about the same
amount of expansion inthe mixed layer. Inthevariable
w case, however, the thermocline (Figure 3-4b) warms

13At prevailing sdinities, the freezing point istypicaly about —1.9°C.
Although lower salinity would raise the freezing point somewhat, it
cannot warm by more than 1.9°C, and even that would require an
unrealistic 99.9% decline in ocean salinity. Thus, for any significant
value of AT, ATy snking Will be well below AT, unless the deep
water is formed by a process other than seaice creation.
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more rapidly due to the declining rate at which colder
bottom water upwells to this depth. The deeper layers
of the ocean warm much more rapidly in the =1.0
case because, by definition, the very bottom warms as
much as the surface. With w=4 m/yr, a depth 200 m
above the bottom receives water that downwelled
fifty years previously. Warming at this depth by the
year 2100 is equal to the 2050 surface warming,
ignoring any diffusion from the surface (which is
negligible at this depth). Thus, the cases differ in that
the declining w alows more downward diffusion
over time, while the =1 allows for a gradual warm-
ing of the deep ocean by directly replacing the cold-
est remaining layer in each time step with water that
has warmed as much as the surface.

The variable-w case is more redligtic than =1 in
many ways. As Figure 3-5 shows, the one-dimensional
model with =1 yields an odd depth pattern of temper-
ature changes: Not only do deep layerswarm more than
the surface and intermediate layers (Figure 3-5g), but a
fairly substantial inversion also results (Figure 3-5c).
This odd result stems from the fact that the model
assumes that all downwelling conveys water to the
very bottom (as opposed to distributing this water to
various layers). By 2100, the bottom (4000 m) reaches
atemperature of 2.8°C, compared with the 1.2°C that
prevails at 3000 m; by 2500, the bottom reaches 5.0°C,
compared with 3.1°C at 2000 m. By contragt, in the vari-
able-w case, theinversion istrivia even after 500 years:
1.36°C at 4000 m and 1.33°C at 3000 m. Thisanomaly
should not lead one to automatically disregard the rel-
atively high thermal expansion estimates of 1=1; the
inversion probably diminishes the thermal expansion
estimates. A more sophisticated 1-D model might
avoid the inversion by distributing the additional heat
due to downwelling at various depths. Because these
warmer depths are accompanied by higher expansion
coefficients, the resulting sealevel rise would be some-
what grester.

Nevertheless, the variable-w assumption creates
a number of risks. Like setting Tigy at zero in the
fixed-w case, alowing w to decrease may satisfy a
narrow criteria: the parameter in the one-dimensional
model corresponds to reasonable expectations of how
the 3-D variable would change. But it may do so at
the expense of causing unintended dynamic model
properties. Furthermore, intended reasonable
“default” properties may not in reality be correct, or
they may be overwhelmed by other changes that we
cannot foresee. For example, a decrease in seaice for-
mation would seem to imply less bottom water and
hence a decline in w. Yet the 1-D models were
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Figure 3-4. Impact of |PCC Business-as-Usual Scenario Over Time. Impacts on (a) surface temperature; (b) thermo-
cline temperature at 520 m depth; (c) deep ocean temperature at 2020 m depth; and (d) ocean expansion, assuming that
greenhouse gas concentrations increase through 2100 as projected by the IPCC (1990) Business-as-Usua scenario, and
remain constant thereafter. The first three graphs assume that climate sensitivity is 2.5°C for a CO, doubling, and that 1t
equals (a) 0, (b) 0.2, and (c) 1.0; (d) also assumes that =0.2, but that upwelling velocity (w) declines 15 percent per
degree (C) of surface warming. In dl cases, the initial 1990 conditions are derived by running the model from 1765 to

1990 using historic concentrations.

designed and calibrated to ded with the way the ocean
circulates today; there is no guarantee that either (1)
Antarctic bottomwater formation will change in propor-
tion with the reduction in seaice formation or (2) that a
decline in bottomwater formation will change thermo-
cline temperatures in the same fashion as a 1-D model
would suggest.

Although these uncertainties caution us against tak-
ing any of the results too serioudy, they do not necessarily
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imply that the resulting thermal expanson estimates are
less reliable than for the (OM1) case where w=wg and
1=0.2 (Tigy=0). For example, if seaice declinesand deep-
water formation does not decline or declineslessthan pro-
portionately, it seems reasonable to assume that the down-
welling water must be significantly warmer, which would
imply a relatively high vaue for Tt Presumably in this
case, deep water formed by processes other than salt
rejection must (at least partly) offset the reduction in
bottom water formed by seaiice, and such downwelling
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generally would take place at a higher temperature.
One theory for expecting downwelling not to
decline as seaice declinesis that thermohaline circula
tionisdriven by equatorial upwelling, aswell as polar
downwelling. To this extent, elimination of seaice
formation need not lead to a proportional reduction in
the forces that cause water to downwell. Moreover,
increased evaporation in the tropics might further
increase the tropical force contributing to down-
welling. Becausethe circumpolar oceanis 3°C warmer
than the in situ freezing point of sea water and may be
warmer in the future, the replacement downwelling
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continued on page 9

water would presumably be at least 3°C warmer than the
bottomwater formed by seaiice. Thus, if the assumption
that w declines in proportion with the decline in seaiice
isan overestimate of the actual declineinw, wealso are
underestimating Tig by assuming it to be zero—it could
be much higher, implying that 1t could be closer to one.

How should we pick the rate at which w changes?
Just as tcan be picked either to satisfy expected changes
in polar water temperatures or to satisfy desirable long-
term dynamic properties, so can w be picked based
either on estimates of circulation changes or to satisfy
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are unreported results from IPCC (1990). The post-1990 changes in temperatures corresponding to boxes a-d are
shown in boxes e-h, respectively, for the years 2100 and 2500.

dynamic properties. In the case of w, the literature
offers both (a) estimates of how seaice formation might
respond and (b) 3-D model estimates of total changesin
circulation. The most obvious dynamic property to
watch is the ability of the model to duplicate thermal
expansion estimates from 3-D models.

Figure 3-6a compares projected thermal expan-
sion over a 95-year period using the 1-D model for
various sensitivities of Ttand w, with the results from
the Geophysical Fluid Dynamics Laboratory (GFDL)
model reported by Manabe et a. (1991). For avalue
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of =0, w must decline by slightly more than 25 per-
cent per degree (C) to duplicate the 25 cm of thermal
expansion; if ™=0.2, w declines 15%/°C; if T=0.4, w
declines about 5%/°C; and if =0.6, a fixed w dlightly
overpredicts the GFDL estimate of thermal expansion.
Figure 3-6b shows the surface warming for the same
combinations of Ttand w. All of the combinations that
provide good fits for thermal expansion underestimate
the 2.7°C Southern Hemisphere warming projected by
the GFDL model, with the high values of 1t (which are
accompanied by low sensitivities of w) coming closer.
As Figure 3-6¢ shows, the GFDL coupled ocean model
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Figure 3-6. Using the GFDL Coupled Atmosphere-Ocean M odel to Derive a Reasonable Value of How Upwelling
Velocity Responds to Global Warming. Given various vaues of 11, (a) shows thermal expansion as a function of the
upwelling sensitivity. The GFDL estimates of thermal expansion can be duplicated by combinationsin which upwelling
sengitivity is approximately equal to 0.25-1v2, at least for 0<1<0.6. Unfortunately, these combinations do not duplicate
Southern Hemisphere temperatures, as shown in (b). Nevertheless, the derived value of w-sensitivity is further sup-
ported by (c) GFDL's estimate of the change in stream functions over a seventy-year period: A one-third decline in
circulation is evident between the S (baseling) and G (CO, doubling) simulations; similarly, a 50 percent reduction in
CO, would increase mixing by about 1/2, as shown in the D-simulation.

SOURCES: Manabe et al. (1991) for three-dimensional results; see text for 1-D results.
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suggests approximately a one-third reduction in overall
upwelling after seventy years (by which time global
temperatures rise 3°C).

Theimpact of warming on annual seaice formation
also is an indicator of changes in downwelling.
Parkinson & Bindschadler (1982) estimated a 50 percent
reduction in Antarctic seaice formation for a5°C warm-
ing inAntarctic air temperatures, which correspondsto a
decline of 14.8%/°C. Although the sensitivity in that
analysis referred to Antarctic (rather than global) tem-
peratures, the implied senstivity is broadly consistent
with that suggested by comparing 1-D with 3-D models.

Parameter Distributionsfor the
1-D Moddl in the Draft Report

We now present our reasoning behind theinitial
set of parameter distributions employed in the draft
Monte Carlo analysis that was circulated to the
reviewers. As discussed below, the reviewers used
these initial distributions as a starting point in select-
ing the distributions used in the simulations.

Climate Sensitivity (AToy)

Since the 1979 National Academy of Sciences
report CO, and Climate: A Scientific Assessment, the
consensus estimate has been that a CO, doubling will
warm the Earth’s average surface temperature 1.5 to
4.5°C in equilibrium. That report and a second panel
(NAS 1982) stated that 3°C was the most likely value.
Subsequent reports such as NAS (1983) and IPCC
(1990) concluded that the most likely value is 2.5°C.
Wigley & Raper (1991) employed their one-dimen-
sional model to estimate that historic warming is con-
sistent with avalue of about 3.3°C. They have subse-
quently concluded that they may have overestimated
the impact of historic aerosols, which would imply a
sengitivity closer to 2.5°C. On the other hand, their
analysis assumed that T=0.2 and that w remains con-
stant; allowing w to decline or a higher value of Tt
would result in a higher sensitivity estimate. Overall,
their analysis does suggest that the historic record thus
far is consistent with the consensus estimate of AT,y .

Nevertheless, this range has not met with uni-
versal acceptance. Patrick Michaels, the State of
Virginia's climatologist, estimated that the warming
is likely to be about 1°C (Michagls et a. 1992); and
Sherwood Idso of the U.S. Agricultural Research
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Service in Tempe, Arizona, has long argued that the
warming is likely to be much less than the consensus
assumes. 1dso & Balling (1991), for example, esti-
mated a sensitivity of only 0.35°C. At the other end
of the spectrum, Lashof (1989) estimated that the
warming could be as high as 8 to 10°C, particularly if
the anthropogenic doubling induces biological feed-
backs to release additional greenhouse gases.14

The combined picture that these studies paint is
that our uncertainty is askewed distribution that can be
roughly described as lognormal. The draft report
assumed that AT,y is lognormally distributed with a
geometric mean of 2.6’C and ¢ limitsof 1.5 and 4.5°C.
This distribution has a mean of 3.0°C and a 2 percent
chance of exceeding Lashof’s 8°C estimate, aswell as
a5 percent chance of faling below Michagl’'s 1°C.

Diffusivity (k) and Initial Upwelling Velocity (wg)

The parameters k and w determine how rapidly
the ocean reaches its new equilibrium. Diffusivity (k)
representsthe rate at which heat istransported from the
relatively warm surface layers of the ocean downward
to the colder thermocline and deep ocean. The para-
meter represents conduction and local-scale mixing, as
well asthe diffusion that its name suggests. Sarmiento
et a. (1976) used measurements of the distribution of
radium and radon isotopes to estimate upper and lower
bounds for k as a function of depth. PCC (1990)
accepted the Hoffert et al. (1980) calculations that the
depth-averaged value of k implied by Sarmiento et a.
is between 1000 and 3000 m2/yr, and used the inter-
mediate value of 2000 m2/yr.

The upwelling velocity parameter w can be lit-
erally interpreted as the speed at which ocean water
flows upward, averaged over the entire ocean except
for those areas where ocean water is sinking. Because
the total water that sinks must equal the total water
flowing upward, and because the region over which
ocean water sinksisrelatively small, this parameter is
estimated as the ratio of global deepwater formation
divided by the area of the ocean.

In picking the current upwelling velocity wg, a
primary consideration isto ensure that when combined
with the value for k, the ocean model duplicates

14Both Micheels et al. and Lashof included nonclimatic factors in
their estimates. Michaels et a. included the expected correlative
increase in aerosol concentrations; Lashof included possible biolog-
ical feedbacks that might increase natural greenhouse gas emissions.
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today’s temperature-depth profile. |PCC assumed that
k/w=500 m, implying that w=4 m/yr. This vaue is
consistent with existing literature:  Perry & Walker
(1977) estimated the total bottomwater formation to be
35 to 55 million cubic meters per second. Averaged
over the entire (nonbottomwater-forming) area of the
ocean, this range implies an average upwelling veloci-
ty of 3.3t0 5.2 miyr.

We used alognormal distribution for k and wg to
avoid negative values. As aresult, we had to choose
between using the IPCC values as the medians of our
distribution and using the ranges derived from previ-
ous studies; we opted for the former.1> Thus, the draft
assumed that k has a median of 2000 m2/yr with 20
limits of 1333 and 3000. Given the assumption for
kiw, wq had a median of 4 m/yr with 20 limits of 2.67
and 6.0; the o limits of 3.3 and 4.9 m/yr were thus con-
sistent with the Perry & Walker estimates.16

Probability that Upwelling Velocity Changes

Under OM1, the ocean mode! treats w as fixed
and draws Tt from a distribution described below. For
OMZ2, by contrast, the ocean model alowsw to change
over time. Lacking analysis favoring one model over
the other, the draft assumed that each of these cases
were equaly likely; that is,

Prob(OM1) = Prob(OM2) = 0.5.

Thus, half of the simulations assumed that w=wg and
half assume that w changes.

Values of 1in the Fixed-w Case

Under OM1, the draft used a lognormd distribu-
tion for both hemispheres, with 2o limits of 0.2 and 1.
Thehigh end isjustified by itsusein IPCC (1990) and by
the fact that, without additional information, the smplest
assumption is that in equilibrium the various layers of
the ocean warm by the same amount. The low end is
justified by its use in Wigley (1992) and the fact that
without additional information it might be reasonable to
assume that the temperature at which the nonfreezing
bottom water (20 percent) formswould rise by the global
average, while the water forming due to freezing (80 per-
cent) would continue to occur at the same temperature.

15with 20 limits of 2000 and 3000, a normal distribution implies a
median (mean) of 2000, but a lognormal distribution implies a
median (geometric mean) of 1732.

16We remind the reader that k/w=500 m refers to the current situ-
ation. Thus, inthe cases where w declines as temperatures rise, we
have to pick an initia value for w5 such that when the simula-
tion reaches the year 1990, w=w,,.
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Values of tand w in the Variable-w Case

Ideally, we would treat the two major sources
of deepwater formation differently: (@) in the North
Atlantic, where bottom water is caused by evaporation,
we would assume that =1 and alow w to change as
indicated in various studies reporting declinesin North
Atlantic bottomwater formationl’; (b) in the Southern
Hemisphere, where bottom water is created by freez-
ing, we would assume that freezing still occurs at the
same temperature (i.e., Tigy=0), but that it (and thus
Wgpy) declines as described below.

Because the Wigley & Raper one-dimensional
model does not fully account for heat transfer between
the hemispheres, we must run the model using global
valuesfor w and Tt Thus, we set 1=0.2, which is con-
sistent with the assumption that 4=1.0 and 1ig4=0.0.

The literature provides two possible ways to
estimate how w might change as temperatures rise:
(1) assume a direct relationship between global (or Ant-
arctic) temperatures based on coupled-ocean models;
and/or (2) estimate the declinein seaice formation result-
ing from warmer temperatures and assume that wgy
declines proportionately. The GFDL coupled-ocean
model run reported by Manabe et a. (1991) projects
about a 30 percent declinein deepwater formation by the
time global temperatures rise 3°C. As described above,
the Wigley & Raper model most closely approximates
the thermal expansion estimates generated by GFDL
whenw declines 5 and 15 percent per degree (C) of sur-
facewarming, for =0.4 and 0.2, respectively. Parkinson
& Bindschadler (1985) estimated that a 5°C uniform
Antarctic warming would cause a 50 percent declinein
seaice, which would decrease w by 40 percent (because
80 percent of deep water isformed in Antarctica).

At first glance, the estimates from seai ce reduc-
tion and 3-D modeling results are fairly consistent.
However, the Manabe et al. projections coincide with
awarming of only about 1°C in Antarctica, implying
a sensitivity three times greater than that implied by
Parkinson & Bindschadler.

The draft assumed that both w and sea ice
decline as temperatures warm. We define the para-
meter O to describe how w changes:

17Seaice formation in the North Atlantic is relatively minor.
Although seaice formation in the Arctic Ocean is significant, the
mixing between the Arctic and the other oceans is sufficiently
small for it to be safely ignored in a one-dimensional model.



w = wq BAT.

The draft assumed that 6 has alognormal distribution
with a median of 0.85, consistent with the results
shown in Figure 3-6. To alow for some possibility of
increased upwelling, the draft assumed that the o limits
for 6 are 0.852 (i.e., 0.72) and 1.0.

Polar Climate: Subsdiary Equations

The one-dimensional model estimates only one
of the components of sea level rise directly: thermal
expansion. As we discuss in Chapter 6, the models
for projecting the alpine contribution to sea level rise
are simple enough to require only a projection of
global temperature change, which is aso provided by
the 1-D model. But 99 percent of the world's land-
based ice rests on the polar ice sheets of Antarctica
and Greenland. Thus, for estimating future sea level
rise, the impact of greenhouse gases on polar climate
could be as important as its impact on the worldwide
average change in temperatures.

Early climatic assessments (e.g., NAS 1979) sug-
gested that polar temperatures were likely to warm two
to threetimes asmuch asthe global average. Thisresult
was based on both paleoclimatic evidence and the
results of mixed general circulation models. Because of
these projections, the relationship between global and
polar temperatures is commonly known as the “polar
amplification parameter.” As Table 3-1 shows, many
general circulation model studies with mixed-layer
oceans suggest a considerable polar amplification. On
the other hand, more recent studies (with deep-ocean
model s coupled to atmospheric models) suggest that the
polar amplification may be less than 1.0.

Moreover, the annual average change in tem-
peratures is not the best indicator for the impact of
climate change on these ice sheets. Greenland is tens
of degrees below freezing during winter, so a winter
warming would not induce melting; the impact on
summer temperaturesisfar moreimportant. Antarctica
is so cold that surface melting is trivial throughout the
year. |ceflowsgradualy toward the oceansintheform
of ice streams that are buttressed in part by floating ice
shelves, most of whose bases are melting. If warmer
climate is going to induce a significant contribution of
Antarctic ice, it may do so through warmer water
intruding beneath theice shelves. Such warm intrusions
could be enhanced either by warming the circumpolar
ocean or by reducing the amount of seaice. Finaly,
warmer temperatures could increase precipitation in
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TABLE 3-1
GREENLAND WARMING ESTIMATED BY
VARIOUS CLIMATE MODELS

Warming (°C)
Model Year Season Greenland Global
Coupled Ocean
GFDL 60-80 winter 35 2.3
GFDL 6080 summer 1.0-15 23
GFDL 60-80  annua 34 2.3
MPI 56-65 annual 2-5 13
NCAR 31-60 annual 1 0.5
UKMO 65-75  annua 1-2 1.7
Equilibrium Mixed-L ayer Ocean
GFDL 2XCO,  winter 8-18 4.0
GFDL 2XCO, summer 2-6 4.0
CCC 2XCO,  winter 4-8 35
CcCC 2XCO, summer 26 35
UKMO  2XCO,  winter 04 5.2
UKMO  2XCO, summer 2-4 5.2

SOURCE: 1PCC 1990, 1992.

polar areas, offsetting the potential contribution to sea
level. Because most polar precipitation occurs during
the warmer months, summer temperatures are more
important than winter temperatures.18

Although several studies have reported the likely
equilibrium impact of a CO, doubling on polar air tem-
perature changes, relatively few have reported time-
dependent projections. Fewer still have examined the
likely changes in polar ocean temperature changes.
Therefore, the draft used the simplest procedure:
assume that (1) in equilibrium the temperature change
is a constant times the global change, but that (2) at
least in the Southern Hemisphere, the polar tempera-
ture change lags behind the global change.

This section describes the draft report’s assump-
tions for polar temperature and seaice changes.
Because different reviewers were involved, we defer
discussion of precipitation changes until the final sec-
tion of this chapter. Conceptually, our projections
require two tasks. (1) estimating the relationship
between global warming and equilibrium polar tem-
peratures;, and (2) specifying the dynamics and
adjustment times by which polar temperatures respond

18See Chapters 4 and 5 for more details on Greenland and Antarctica
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to global warming.

Equilibrium Polar Warming

Our projections of the equilibrium conditions
toward which polar temperatures would tend required us
to specify parameters for Antarctic air temperatures, Ant-
arctic water temperatures, and Greenland air temperatures.

Antarctic Air Temperatures. The draft report assumed
that, in equilibrium, the summer surface air warms P;
times the global average surface warming. P; was
lognormally distributed with a median of 1.0 and 20
limits of 0.67 and 1.5, based on IPCC (1992).

Thedraft assumed that winter temperatures would
be more sengitive. (As Table 3-1 shows, most modeling
studies have reached this result aswell.) Seaice would
decline asaresult of theincreased radiative forcing from
greenhouse gases, even if temperatures did not warm;
summer warming also reduces seaice. Whereseaiceis
removed, air temperatures will be much warmer during
winter because the exposed ocean can keep the air at
around the freezing point, rather than tens of degrees
below freezing. Because seaice retreat will alow these
warmer areas to advance inland, temperatures over the
coastal portions of the continent will be warmer as well.
We assumed that, in equilibrium, the winter surface air
warms P, times the global average. The draft report
assumed that P, is lognormal with 20 limits of 1.0 and
3.0. SeelPCC (1992).

We aso considered the correlation between winter
and summer Antarctic warming. Uncertainties regard-
ing polar amplification in summer and winter must be
correlated, because changesin ocean circulation and sea
icewould affect both. The correlation must be less than
1, however, because it is unlikely that al the processes
that affect summer and winter temperatureswould affect
them in the same proportions.1®

Because the correlation must be greater than zero
but less than one, the draft assumes that ppy p,=0.5.

Southern Hemisphere Circumpolar Ocean Warming.
The draft expresses the equilibrium change in cir-
cumpolar ocean temperatures as P3 times the average

19Note that the radiative effect of seaiceretreat is positive in the sum-
mer but zero during the polar night. On the other hand, convection
of heat from ocean to air is much more enhanced during winter, when
the air is much colder than the water, than during summer, when they
are both at approximately the same temperature.
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equilibrium surface warming of the Earth.

As mentioned above, climate modeling studies
suggest that the winter warming of Antarctic air tem-
peratures does not result from warmer ocean tempera-
tures as much as from the decline in sea ice, which
enables oceanic heat to escape and warm the cold
Antarctic air. By contrast, during summer, the surface
air and the surface water should warm by about the
same amount (although the change in water tempera-
tures at ice-shelf depths may be different). This rea-
soning suggests that the summer Antarctic air temper-
ature increase would be a better indicator of Antarctic
ocean warming than the average annual warming of
Antarctic surface temperatures, which would imply a
warming of 0.67 to 1.5 times the global warming.

Coupled ocean-atmosphere models suggest that
ocean waters will warm by less than the global aver-
age warming, at least for the first century. As dis-
cussed below, Manabe et al. (1991) estimated that the
polar ocean may warm by only about 25 percent as
much as global temperatures after one hundred years.
Fitting a smple differential equation to those results
suggests that the long-run warming would be only
about 1/2 the global warming.20

The draft report assumed that Py is lognormal
with a median of 0.5. As discussed below, such an
assumption yields results that are consistent with the
Manabe et a. (1991) results. Moreover, if extrapolated
backwards in time, this assumption implies that during
the last ice age, the circumpolar ocean temperature
would have been hovering at about the freezing point.2t
Somewhat arbitrarily, we assumed afourfold uncertainty
(i.e, o limits of 0.25 and 1.0) and a 0.75 correlation
with summer equilibrium warming. Thus, inonly about

20More recently, Manabe & Stouffer (1993) report that after 500 years,
the circumpolar ocean warms as much as the global average tempera:
ture; i.e, AT, =AT. Manabe himself suggests that the Antarctic
ocean temperatures should warm as much as the global average, but
with a100 to 300 year lag. See Expert Judgment, infra.

21The current circumpolar ocean temperature is about 1.9°C abovethe
in situ freezing point. A more redlistic approach might have been to
assumethat dT o, /dT islow, aslong asthereis permanent seaiice, but
that it increases asthe area of seaiice, ice shelves, and icebergs decline.
Such an assumption would resolve the inconsistency between the pos-
itive polar amplification that climatologists have long expected for a
CO, doubling equilibrium and the fact that such an amplification can-
not be extrapolated backwards without freezing much of the southern
ocean. Lacking an objective basis for describing how this marginal
rate of polar amplification might increase, we retained the proportion-
a assumption. But see Hoffert's suggested distributions under Expert
Judgment, Circumpolar Ocean Warming, infra.



15 percent of the simulations would the circumpolar

deep water (CDW) warm by more than the global
average—even in equilibrium. For the most part this
would happen along with scenarios in which summer
Antarctic warming is aso greater than the global aver-
age warming (and thus where precipitation increases
are significant as well).

Greenland Temperatures. |PCC (1990) assumed that
Greenland warms 1.5 times the globa average. As
Table 3-1 shows, coupled ocean-atmosphere models
suggest that Greenland warming will be between one
and two times the global average warming. As with
Antarctica, GFDL suggests that the summer warming
will be less than the winter warming, as does the equi-
librium mixed-layer run by the Canadian Climate
Center (CCC). Although the United Kingdom Meteor-
ological Office (UKMO) mixed-layer run suggests that
summer warming will be greater than winter warming,
the summer warming is still less than global average
equilibrium warming. The draft report assumed that
annual temperatures in southern Greenland rise P;
times the global average, with P; being lognormal with
two o limitsof 1 and 2. Because existing modelsfor the
Greenland contribution to sea level rise only consider
annual temperatures, we follow suit.

Adjustment Times for Polar Temperatures

Manabe et a. (1991) employed a coupled ocean-
amosphere model with a linear time trend in forcing.
They estimated that average global temperatures even-
tudly follow alinear trend, after aninitia “startup” of a
few decades; such atemporal pattern could be approxi-
mately described by the first-order differential equation:

dT

T = a(Teq—T),

where T o, is the equilibrium temperature implied by
atmospheric forcing at a given time, and 1/a is the
e-folding time. Because T¢, follows a linear time
trend, the trajectory for transient temperatures would
be approximately:

daT _
T = a(Bt—T),

where B represents the annual trend of equilibrium (also
caled “committed”) warming (i.e., climate sensitivity
expressed as the sengitivity to a CO, doubling, divided
by the number of years CO, takes to double). If b=aB,
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dT _
S =aBt-m,

and the only solution through the origin is:
_b b 1

The GFDL results seem to suggest that the
adjustment time for Antarctic temperatures may be
much longer than for average surface warming, as
shownin Table 3-2. Solving for a and B suggests that
the e-folding times for global surface temperature,
Antarctic air, and circumpolar water are nine, twenty-
nine, and fifty years, respectively. Even so, the long-
term warming trend for water temperatures is only
about half that of air temperatures.

The smple linear first-order differential equation
isonly arough summary of the dynamics.22 A possible
aternative approach for summarizing the dynamics
would be to use higher order differential equations, and
estimate the coefficients by fitting a nonlinear regres-
sion of their solutions through the annual (or at least
decadal) time series. At least for surface air tempera-
tures, a second-order equation seems likely to more
accurately describethe dynamics: Thefirst-order equa
tion assumes that the difference between the equilibri-
um and the actual value declines exponentially; second-
order equations, by contrast, can capture aresponse that
declines as the sum of two declining exponentials.
Given the evidence that the mixed layer adjusts in a
matter of decades while the deep ocean takes centuries,
such afunctional form would seem applicable. On the
other hand, the smplified version may be preferablefor
purposes of a Monte Carlo analysis, since each para-
meter clearly represents a particular issue.

A further problem remains with the simple dif-
ferential equation: We are aready using a one-
dimensional upwelling-diffusion model to capture the
dynamics of the global surface temperature adjust-
ments. Different values of 11, k, and w lead to different
adjustment times and “ shapes” of the adjustment func-
tion. Therefore, to use the lag functions derived from
GFDL results for Antarctic air and water temperatures
would leave us with the risk that for some combina-
tions the temporal pattern of adjustment for the polar
temperatures would be inconsistent with that of the

22Consider transient surface air temperatures: thefit we obtainimplies
an equilibrium warming (for 2XCO,) of only 2.6, while the 2XCO,
equilibrium run by Manabe et a. with a mixed-layer ocean suggests
4.2. If wefit thesmpledifferential equation using the equilibrium val-
ues, we obtain much longer e-folding times of 38 and 300 years for
average and Antarctic air temperatures, respectively.
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TABLE 3-2
LINEAR FIRST-ORDER DIFFERENTIAL
EQUATIONS FIT TO GFDL TRANSIENT
ESTIMATE OF GLOBAL AND POLAR
TEMPERATURES

Change in Temperatures

Global 500 m-deep  South

Year Surface  75°SAir Circumpolar Greenland
15 0.32 0.1 — —

25 0.7 0.2 — —

35 11 0.3 — —

45 1.4 0.5 — —

50 15 05 — 20

55 1.6 05 — —

65 2.0 0.4 — —

70 2.30 — —  315-38P
75 25 1.0 0.752 —

85 2.9 15 — —

90 31 15 1.02 4.6
%5 3.32 2.02b — —
Fittin uation to (a) years

a 0.1147 0.0356 0.0202 —

B 0.0382 0.0221 0.0206 —
efold 8.7 28.1 495 —
AT,y 2.66 1.54 1.44 —

Fixing B based on equilibrium run and fitting to year b

a 0.02646 0.005 — 0.022-0.031
B 0.0603 0.115 — 0.0912
e-fold 38.7 200 — 31-44
AToy 4.2 8.0 — 6.1

@years employed in solving for a and B in the equation dT/dt=a (Bt-T).
In each case, we used thefirst year that could be estimated from the
graph along with the last year of the time series. To avoid arbi-
trariness of picking particular years, subsequent drafts might try
nonlinear regression of the solution Y =b/a2 e-®X+b/a (X-1/a), espe-
cially if more years are available for ocean temperatures.
Moreover, with a regression it would be possible to test whether
higher order differential equations yield significantly better fits.

PGreenland calculations are based on GFDL graphs, which indi-
cate that by year 70 Greenland temperatures rise 0.5 to 0.6 times
the equilibrium warming expected from a CO, doubling.

36

global temperatures.

To prevent such an inconsistency, we assume;

dTpolar - Py ATglobal - ATpolar
dt Ps '

That is, polar temperatures tend toward an equilibrium
that is functionally dependent on the calculated tran-
sient global temperature.

Based on the results from GFDL, the draft
assumed that the median value of the e-folding timefor
Antarctic water at ice-shelf depths (P,) is 40 years, we
employed arbitrary 2o limits of 20 and 80 yearsin a
lognormal distribution.

For Antarctic surface air summer and winter tem-
peratures (P5 and Pg), the draft assumed that the lag is
less certain. Unlike deep ocean temperatures, Antarctic
ar temperatures have been estimated by mixed-layer
transient models, which do not show as much of alag.
Even though thereisaconsensusthat mixed-layer ocean
models are inferior, the draft assumed that they cannot
be totally discounted. Therefore, the o limit on the low
end is one year, which implies that 16 percent of the
time, the lag will be negligible. On the high end, we
assumed a o limit of 20 years, derived from the GFDL
results. The correlation (of the logarithms) between P,
and each of these parameters was assumed to be 0.5.

For Arctic temperatures, by contrast, the GFDL
results suggest that the lag is not appreciably differ-
ent from the lag for global temperatures. Therefore,
the draft assumed that the one-dimensional model’s
estimate of the lag between forcing and global tem-
peratures completely captures that lag for Greenland
temperatures. This assumption is consistent with
[PCC (1990).

Changes in Antarctic Sealce

The draft report used the same functional form
for seaice changes as we use for the change in w in
the variable-w case (i.e., seaice declines as tempera-
tures rise). We define the parameter P, to describe
how seaice changes:

seaice = seaicey PyPAT

The draft assumed that P, has alognormal distribu-
tion with the same median and 20 limits as 0 in the
variable-w case. These estimates were justified pri-
marily by the Parkinson & Bindschadler (1982) study.



TABLE 3-3
CUMULATIVE PROBABILITY DISTRIBUTION
OF GLOBAL WARMING BASED ON
ASSUMPTIONS FROM THE
DRAFT REPORT (°C)

Cumulative
Probability (%) 2030 2100 2200
1 0.35 0.85 1.05
5 0.51 1.2 19
10 0.6 15 2.24
20 0.75 2.0 31
30 0.88 2.3 3.6
40 0.97 2.7 4.2
50 1.1 31 4.8
60 1.2 35 5.6
70 1.3 3.9 6.3
80 15 4.6 75
90 1.75 5.6 9.3
95 1.95 6.5 10.9
97.5 2.1 7.3 12.6
99 2.4 8.3 14.7
99.5 25 9.1 16.4
Mean 11 3.3 54
o 0.45 1.6 2.9

The draft also assumed that Py and 6 are perfectly
correlated, implying that P;=6.

Resultsfor Initial Draft Assumptions:
Temperature and Thermal Expanson

Table 3-3illustrates the probahility distribution of
globa warming for selected years given theinitia draft
assumptions for concentrations (see Chapter 2) and the
climate variables described above. As the table shows,
our median estimate for the year 2100 was 3.1°C,
10 percent higher than IPCC's 2.8°C best estimate for
the 1S92a scenario. Our 90 percent confidence interval
was also somewhat higher than the IPCC range: IPCC's
low estimate for the 1 S92a scenario of 1.8°C is 20 percent
greater than our 5%-low estimate of 1.5°C, while IPCC's
high 1592 estimate of 4.2°C is 35 percent less than our
5%-high estimate of 6.5°C. The draft report’'s estimates
for the year 2100 are somewhat higher than the IPCC pro-
jections principaly because our lower vaues of Ttdlow
for amore rapid adjustment of surface temperatures.

Figure 3-7 illustrates temperature estimates for
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Figure 3-7. Selected Scenariosof Global Warming:
Draft Report. See Figure 2-5 and accompanying text
for explanation.

selected simulations through the year 2400.23
Although temperatures increase throughout the simu-
lation period for most runs, a few runs show a peak
around the year 2075; that result stems from the declin-
ing emission rates assumed in IPCC scenario 1S92c.
Figure 3-8 shows the corresponding probability densi-
tiesfor 2100 and 2200.

The importance of the lower values of Ttisfurther
affirmed when one compares our therma expansion
estimates (Figure 3-9 and Table 3-4) with those of IPCC
(1990). For the year 2100, our median draft estimate of
30 cm was about 25 percent less than IPCC's “best esti-
mate,” even though our estimated temperature was
about the same (the IPCC 1990 report had dightly
higher temperatures than the 1992 report). Similarly,
our 60 percent confidence interval (20 to 44 cm) was
about 25 percent lower than the range spanned by the
IPCC low-to-high range of 26 to 58 cm. Only 5 percent
of our simulations exceed the |PCC high estimate, while

23See Figure 2-5 and accompanying text for a discussion of the
selection criteria for this and other spaghetti diagrams.
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Figure 3-8. Probability Density for Surface Warming: Draft Report. Estimated probability density of surface
temperature warming between 1990 and (a) 2100 and (b) 2200.
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Figure 3-9. Probability Density for Thermal Expansion: Draft Report. Estimated probability density for sea
level rise due to thermal expansion between 1990 and (a) 2100 and (b) 2200.
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TABLE 3-4
CUMULATIVE PROBABILITY DISTRIBUTION
OF THERMAL EXPANSION BASED
ON ASSUMPTIONS FROM THE
DRAFT REPORT (cm)

Cumulative
Probability (%) 2030 2100 2200
1 2.8 8.7 16
5 4.0 13 23
10 4.8 16 30
20 5.8 20 39
30 6.8 23 46
40 75 27 53
50 8.4 34 61
60 9.3 38 71
70 10 44 79
80 11 52 93
90 13 60 115
95 15 78 137
97.5 — — 161
99 18 113 193
99.5 — — 215
Mean 8.8 32 68
o 3.3 15 36

35 percent of them fell below the IPCC low estimate.

Figure 3-10 provides a spaghetti diagram of
thermal expansion for the period 1990-2400. All sce-
narios show increasing expansion, including the few
scenarios for which temperatures decline after 2075.
The dlight drop in temperatures would result in thermal
contraction of the mixed layer; but because tempera
tureswould still be about 1.5°C warmer than today, the
deep layers of the ocean would continue to warm and
expand, more than offsetting contraction at the surface.

Figure 3-11 shows the warming of Greenland,
Antarctic air temperatures, and circumpolar deep
water for selected simulations. Please note that seven
of the curves shown are from the upper 1 percent of all
simulations. In spite of the occasiona extreme smula
tion, for example, the 1%-high scenario resulted in acir-
cumpolar ocean warming of about 6.5°C during the next
200 years, lessthan half the 1%-high for global warming.

Expert Judgment
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Figure 3-10. Thermal Expansion for Selected Smu-
lations for the Period 1990-2400: Draft Report. See
Figure 2-5 and accompanying text for additional
explanation.
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Our final results are based on the subjective distri-
butions provided by expert reviewers for the various
parameters;, Table 3-5 lists the eight expert reviewers
who examined the draft report and provided distributions
for the climate assumptions other than precipitation.

Even though thisfina report is based on reviewer-
specified distributions, we have focused on the initial
distributions of the draft report for two reasons. First,
the reviewers were reacting to an initia draft; so those
desiring to scrutinize the methods and results of this
report can only do so by considering the initial specifi-
cations to which the reviewers were reacting. Second,
the initia distributions retain a residual relevance. In
several cases, a given reviewer would find that, for a
given parameter, our specifications were adequate: that
is, while the reviewer would not have selected precise-
ly the same values that we specified, she did not believe
that her specifications would have been sufficiently dif-
ferent for aternative specifications to be worthwhile.

All but one of the reviewers were participants in
the IPCC (1990) Science Assessment. Our reasons for
selecting these reviewers were that we wanted (@) repre-
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Figure 3-11. Polar Warming for Sdlected Simu-
lations for the Period 1990-2400: Draft Report.
These spaghetti diagrams illustrate warming of
(a) circumpolar deep water, (b) Greenland air tem-
peratures, and (c) Antarctic air temperatures. (See
Figure 2-5 and accompanying text for explana
tion.)
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TABLE 3-5
EXPERT REVIEWERS OF CHAPTER 3 (excluding precipitation)
Robert Balling Arizona State University Tempe, AZ
Francis Bretherton University of Wisconsin Madison, WI
Martin Hoffert New York University New York, NY
Michael MacCracken Lawrence Livermore National Laboratories Livermore, CA
Syukuro Manabe NOAA/Princeton Geophysical Fluid Princeton, NJ
Dynamics Laboratory
David Rind NASA/Goddard Institute for Space Studies New York, NY
Stephen Schneider National Center for Atmospheric Research Boulder, CO
Sarah Raper Climate Research Unit, University of East Anglia ~ Norwich, UK
Tom Wigley University Center for Atmospheric Research Boulder, CO

sentatives from the major general circulation modelsand
(b) those with experience using one-dimensiona models
to project transient climate change. All of the mgor
modeling groups were invited to participate, as were dl
of the authors of the IPCC chapter on time-dependent
climate change. Almost dl of the U.S. scientists con-
tacted agreed to participate. We were less successful in
securing the reviews of foreign modeling experts, with
two notable exceptions. Tom Wigley and Sarah Raper
from the University of East Anglia?4 provided a set of
probability distributions based on a probability anaysis
that they had performed but not published. John Church
from CSIRO in Austrdia offered to provide simulations
from his model of thermal expansion, an offer that our
time and budget constraints unfortunately prevented us
from implementing.

There is an important difference between the
waysthat scientific assessments (e.g., NAS 1979; IPCC
1990) and Delphic probability analyses choose models
and parameter values. Scientific “assessments’ usually
are more than passive assessments; they often attempt
to forge aconsensus. Asaresult, in addition to provid-
ing a guide to policymakers, they have a feedback on
the evolution of science. In a Delphic probability
analysis, by contrast, we take the science as we find it.
If the experts disagree, we make no effort to broker a
compromise or pick the theory that is most likely to be
correct—we simply try to ensure that the simulations
reflect the fact that there is a difference of opinion.

24Tom Wigley subsequently relocated to the University Corporation
for Atmospheric Research in Boulder, Colorado.
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Thus, while the need to forge a consensus tends to dis-

courage assessment panels from including those with
dissenting views, such inclusion is essentia in a
Delphic analysis, lest the results artificialy “compress
the tails of the distribution” (i.e., lest we mislead the
reader regarding how certain the future really is).

For purposes of this chapter, the most important
group of dissenting scientists are those who believe that
the “maingream” dredticdly overestimates the likey
warming resulting from greenhouse gases.  Since the
original NAS (1979) assessment was published,
Sherwood Idso of the U.S. Department of Agriculturein
Tempe, Arizona has published dozens of publications
disputing the estimate that a doubling of CO, would
warm the Earth 1.5 to 4.5°C. The second NAS (1982)
assessment devoted about 10 percent of the main body of
its report to taking issue with the findings of 1dso and
other dissenters.2®

Nevertheless, thereisagroup of rational scientists
that rejects the consensus view that the Earth will warm
1.5 to 4.5°C from a CO, doubling and who (1) have
an internally consistent theory for rejecting the con-
sensus view, (2) are continually analyzing empirical
data on the question, and (3) have a theory that will be

250ur own studies of climate impacts (e.g., Barth & Titus 1984;
Titus 1986; Titus 1991; Titus et a. 1991; Titus 1992) have general-
ly attributed little information content to the dissenters; but our rec-
ommendations for coastal policies have always assumed that there
isasubstantial chance that the rise in sealevel will be negligible.
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impossible to completely prove or disprovefor at least a
decade. Two dozen of them met in 1990 and devel oped

a proposed research agenda (Baling et al. 1990).
Therefore, we asked Rabert Balling of Arizona State
University to review the draft report and provide com-
ments reflecting the viewpoints of this important
group of “greenhouse skeptics.”

What is the most reasonable way of combining
thedifferent distributions suggested by thereviewers? It
depends on where one draws the boundaries of “ exper-
tise” If we had been able to incorporate the judgments
of fifty or sixty reviewers of this chapter, we might have
defined “expert” on a parameter-specific basis. Thus,
for example, the estimate for Tt might have been based
primarily on the judgments of one-dimensional model-
ers such as Martin Hoffert and Wigley & Raper, while
the estimates for AT,y oo Would be based on the opin-
ions of three-dimensional modelers such as David Rind
and Syukuro Manabe. With only eight reviewers, how-
ever, such a procedure would leave us with only one or
two opinions for most of the parameters.

At the other extreme, we might have secured the
opinions of each reviewer for every parameter in the
entire study; but such an approach would go too far in
the other direction. Therefore, we divided the reviews
by chapter and weighted the assessments of each
reviewer equally; for example, there are 1250 simula-
tions drawing from the distributions preferred by each
of the eight reviewers listed in Table 3-4. When the
reviews came in, it became apparent that some of the
glaciologists reviewing Chapters 4 and 5 had exper-
tise regarding polar precipitation changes, while sev-
era of the climate reviewers chose not to comment on
precipitation. Therefore, precipitation is considered
separately later in this chapter.

We now describe the probability distributions
reguested by the expert reviewers. Table 3-6 summa-
rizes the most important assumptions.

Climate Sensitivity

With the exception of Robert Balling, all of the
reviewers accepted the 1.5 to 4.5°C range as the equi-
librium surface warming from a CO, doubling; most
reviewers accepted our initia characterization of this
range as o limits. Wigley & Raper suggested treating
this range as a 90 percent confidence interva (i.e., 1.5
and 4.5°C are 1.650 limits) due to the information that
has accumulated since the original NAS (1979) report.
Manabe agreed that 1.5t0 4.5°C is areasonable estimate
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of a 90 percent confidence range for how a randomly
chosen genera circulation model would respond to CO,
doubling. However, because the future response of the
actual atmosphere isless certain than the response of a
climate model, Manabe suggested that we retain the
assumption that 1.5 and 4.5°C represent ¢ limits, not
the 90-percent confidence interval. MacCracken
agreed with Manabe's assessment, largely because the
genera circulation models do not currently include
mode switching or ozone chemistry.26

Robert Balling concluded that, based on ldso &
Balling (1991), AT,y should be normaly distributed
with amean of 0.35 and ¢ limits of 0 and 0.7. Balling
was also concerned that the draft report suggested that
there was no chance that the Earth would cool.
Because a negative climate sengtivity is impossible
given the scheme of aone-dimensional upwelling/diffu-
sion model, we st negative values equa to zero.
Neverthe-less, we incorporated the possibility of cool-
ing by adding to all smulations a stochastic component,
which we discuss below.

We also had to make anonstandard interpretation
of climate sengitivity to faithfully incorporate Baling's
suggestions. One-dimensional models assume that the
initial forcing from aCO, doubling is 4.4 W/m? regard-
less of climate sensitivity—enough to warm the Earth
1.2°C in equilibrium—and that the remaining forcing
results from climate feedbacks that increase linearly
with temperature. Asaresult, to the extent that the deep
oceans delay the warming from an increased forcing,
they dso delay the increased forcing associated with
those feedbacks, further delaying the actual warming in
high scenarios. For climate sengtivities less than
1.2°C, however, the effect is the opposite: negative
feedbacks increase with temperatures. Thus, the model
would show an initia increase in radiative forcing fol-
lowed by a decline in forcing over time. The ldso &
Balling study, however, isbased on the assumption that
climate warming has at most a trivial delay.2’ To be
consistent with this assumption, our Balling smula
tions adjust direct forcing downward and assume no
long-term temperature-driven feedback; in the extreme
case where climate sengtivity is zero, we simply
assume no change in greenhouse forcing.

Baseline Stochastic Variability

26However, MacCracken did suggest that we truncate the distribu-
tion at an upper limit of 9°C, given the lack of evidence that the
warming could be greater.

27In effect, Idso & Balling assume that the negative feedbacks
occur rapidly (e.g., the feedbacks are forcing-dependent).
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TABLE 3-6
GLOBAL CLIMATE AND POLAR TEMPERATURE ASSUMPTIONS

Balling Bretherton/ Hoffert MacCracken Manabe Rind Schneider Wigley¢

Draft & Raper

GLOBAL CLIMATE PARAMETERS
AToy

o-low 0.0n10 15 15 15 15 15 15 1.86¢

o-high 0.7n 45 45 4519 45 45 45 3.62¢
Tt

20-low 0.2d 02 0.2,Pgeem 0.04 0.2 Psreen0.0 0.2 -0.04¢

20-high 1.0 104 1.0,Pgreen 1.0t 0.2 Pgreens1.0 1.0 0.58¢
w/wg given AT = 4°C (in cases where w changes)

20-low 0.27d 0.27d 0.27, 0.075 0.27 04 0.2 0.27,0.2 N.A.

20-high 1.0d 1.0d 1.0, 0.445 1.0 04 18 10,18 N.A.
PROBABILITY OF ALTERNATIVE SPECIFICATIONS OF CHANGES IN UPWELLING
OoM1 50d 50d 50 35 0 80 50 100
OomM2 50d 50d 0 35 0 5 20 0
omM2.1 0 0 0 0 0 5 15 0
OoM3 0 0 0 30 0 5 10 0
Oom4 0 0 0 0 0 5 5 0
OM5 — — 50 — — — — —
OM6 — — 0 — 100 — — —
POLAR TEMPERATURE CHANGES
I:)Ant

o-low 0.67d 0.67d 2.38¢ 0.5n 0.67d 1.63¢ 0.5 0.62¢

o-high 1.5d 1.5d 3.36¢ 1.5n 1.5d 2.45¢ 2.0 1.21¢
I:)cdw

o-low 0.25d 0.25d 1.0-2.0n 0.25d 1.0 10 0.5 N.A.

o-high 1.0d 1.0d 1.0-4.0h 1.0d 1.0 30 20 N.A.
Tedw (Years)

o-low 20d 20d 57¢ 20d 100 80? 20? N.A.

o-high 80d 80d 131¢ 80d 300 90? 80? N.A.
I:)Greenland

20-low 1.0d 1.0d 1.0-2.0n 0.5 0.5 1.0 0.5 0.93¢

20-high 2.0d 2.0d 1.0-4.0h 20 10 3.0 35 2.15¢

OM1: Theorigind Wigley & Raper (1992) specification with fixed w=w and specified distribution of 1t

OM2: w declines geometrically: w=wjq (1-8)AT; 6>0.

OM2.1: w increases geometrically: w=wq (1-8)AT; 6<0.

OM3:  w declines suddenly by 80 percent when AT exceeds athreshold T,,. Thethreshold is between 1 and 4°C, with the higher values more likely; the
cumulative probability distributionis F(T,,)=(T,,~1)?/9 for 1<T,,<4.

OM4:  w increases suddenly by 80 percent when AT exceeds the threshold T, whose digtribution is the same asin OM3.

OM5  w and rtarefixed for the first 1°C of warming, after which w declineslinearly to 0.05 w by thetime AT reaches athreshold T, Ttincreaseslinearly
fromitsinitia valueto the (transient) polar anplification parameter by thetime T reaches T,,,. T, is uniformly distributed between 4 and 6°C.

OM6 Tisfixed at 0.2, and w declines linearly with temperature: w=(1-0.15AT) w, for 0<AT<6, and w=0.1 for AT>6.

Pareen = Poreeniand

c Reviewer's estimate was a “round number” but specified with respect to a different probability level than 6 or 20 used here.

d Did not disagree with the draft’s suggested value, but did not explicitly endorse parameter vaue either.

— Reviewer did not consider OM5 and/or OM6; those options were proposed sua sponte by Hoffert and Manabe, respectively.

h Hoffert assumesthat P=1 for AT<1. For 1<AT<T,,, he assumesthat Pg;e, and dT o, /dT (as opposed to Py, riselinearly to amaximum vaue

asshown. T, isuniformly distributed between 4 and 6°C.

Normal distribution.

Rectangular (uniform) distribution with limits as specified.

Digribution truncated at avalue of N.

Rind and Schneider subsequently revised their estimates of T to 20-100 and 20-200, respectively. Although these revisions have offsetting

impacts on median Ty, projections, they would broaden the range somewhat.

'\J"Z'“:S
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In response to Balling's comments, we also polled
the various reviewers on the best way to characterize a

basdline nongreenhouse forcing. IPCC (1990) points
out that there has been a variation of about 0.3°C on a
century time scale, and that another 0.3°C variation
could result from anthropogenic aerosols.

Comments forwarded by the Dutch Delegation
to the IPCC suggested that we use the autoregressive-
moving average (ARMA) approach popularized by
Box & Jenkins (1976). For example, the Dutch noted
that Tol & Vos (1993) fit the following model:

AT =-4.6 +0.015 COz(t - 20) + 8(t)1
where

g(t) — 1.07 g(t-1) + 0.18 g(t-2)
= u(t) — 0.68 u(t-1) — 0.67 u(t-2),

u(t) is random noise with 0,=0.11°C, and (t) repre-
sents the average value of a particular variable during
the year t.

There are two ways to fully implement this
model: (1) usethe ARMA model estimated by Tol &
Vos or (2) fit a one-dimensional model to the historic
data while simultaneously estimating an ARMA
model of the residuals. We lacked the time to do the
latter, which in any event might have required a dif-
ferent ARMA model for each value of 1t and AT,y.
We aso decided not to use the Tol & Vos parameter
estimates directly: Their model implies a decada
variation of 0.16°C, which only increases to about
0.176°C for time scales of a century and longer, which
istoo small.28

Therefore, we adopt a smpler gpproach: A first-
order autoregressive model describing a random compo-
nent that we add to the mixed-layer temperature cal cul -
ed by the 1-D model at the end of each time period:

noise(t) = 0.9975 noise(t — 1) + u(t),

where 6,=0.011°C and u is normally distributed.
Although noise(t) is expressed in terms of tempera-
ture, for practical purposes we are assuming that there
isaserially correlated atmospheric forcing that causes
28Their purpose in estimating the ARMA model was to remove
short-term noise to get a better parameter estimate for the coeffi-
cients relating temperature to CO,. By contrast, our objective here

is solely to characterize the century-scale variation, as long as we
do not severely overstate the short-term variation.
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the 1-D model to miss the surface temperaturein time
period t by noise(t). Like other forcings, the noiseis

propagated downward during succeeding years.
Figure 3-12 compares ocean model runsfor IPCC (1992)
emissions scenario A, with and without the noise forcing
for arandom series of u over the period 1765-2065.

Thefigure o illustrates the potentia increasein
uncertainty due to factors other than greenhouse gases
and aerosol forcing. This uncertainty increases from the
annual variation of 0.011°C that we took from Tol & Vos,
t00.1°C on adecada time scale, 0.4°C on acentury time
scale, 0.55°C on atwo-century time scale, and 0.62°C on
a four-century time scale2® This assumption seems
reasonable:  Although modeling by Wigley & Raper
(1990) suggests natural variability of about 0.3°C/century,
increases or decreases on the order of 0.5°C/century appear
to occur about three times per millennia 30

Ocean Model

All eight reviewers agreed with the fundamental
approach of using the Wigley & Raper one-dimensiona
model to project transient temperatures and therma
expansion.

Nevertheless, David Rind questioned our sole
reliance on thismodel, on the grounds that 1-D models
inherently provide alimited view of the spatial distri-
bution of ocean temperature changes. For example,
the GFDL and Church et al. (1991) models appear to
result in more thermal expansion for agiven warming
than does the Wigley & Raper model. Our futile
efforts in Figure 3-6 to pick combinations of Ttand 6
that duplicate both transient temperature and thermal
expansion from the GFDL model, he suggested, further
highlight the inability of 1-D models to adequately
summarize the insights available from 3-D models.
Still, given the unfeasibility of running 3-D modelsin
this exercise, he agreed that it was a good idea to fit
1-D modelsinto 3-D results, but that we should do so
for several models. We agreed with this suggestion
and had planned to implement it; but unexpected bud-
getary limitations forced us to defer doing so until a
subsequent analysis.

29By tself, the autoregressive equation we have used would simply
increase as follows.  Ojge=(0.0112+0 g1 1)12, Which would
imply values of 0.03, 0.1, and 0.13°C. But the 1-D model's lag
between forcing and temperature response further increases the
effective serial correlation.

30See e.g., IPCC (1990) at Fig. 7.1; and Schneider (1994) at 346.
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adecadal time scale to 0.4°C on a century time scale. All scenarios are based on IPCC (1992) emissions scenario A.

Robert Balling and Francis Bretherton concluded
that they might have selected different parameter dis-
tributions had they undertaken the analysis, but that
theinitial valuesin the draft report were close enough
to what they would have chosen. Thus, they decided
that additional specification on their part would not be
worthwhile. The other six reviewers had extensive
comments on both the model specifications and the
actual parameters employed.

Model Specifications. While the draft report switched
between two dternative specifications, theexpert reviewers
suggested atotal of seven different ocean models:

OM1 Theoriginal Wigley & Raper (1992)
specification with fixed w=wj,
OM2  Like the draft report’s variable-w model,
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omM2.1

OoM3

OomM4

OM5

that is, w changes geometrically: w=w 6AT.
But unlike the draft report, where 7=0.2,
Ttis also drawn from a distribution.

The same as OM2, but 6 is greater than

1.0 and thus upwelling increases.

w declines suddenly by 80 percent when AT
exceeds athreshold T,,. Thethreshold is
between 1 and 4°C, with the higher values
more likdly; the cumulative probability distri-
butionis: F(T,,)=(T,~1)Zo for 1<T,,<4.

w increases suddenly by 80 percent when
AT exceeds the threshold T,,, whose
distribution is the same asin OM3.

w and Tt are fixed for the first 1°C of
warming, after which w declines linearly
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to 0.05 wg by the time AT reaches a
threshold T,,. Ttincreases linearly from
itsinitial value to the (transient) polar
amplification parameter by the time
T reaches T,,. T,, isuniformly
distributed between 4 and 6°C.
OM6  Very similar to the draft report’s
variable-w model. Ttfixed at 0.2, and
w declines linearly with temperature:
w=(1-0.15AT)wg for 0<AT<6, and
w=0.1 for AT>6.

We discuss the specifications from each of the reviewers
inturn.

Wigley & Raper recommended that we run their initial
specification (OM1) for all of the smulations. While
acknowledging the possibility that w would change
over time, they did not believe that such an assumption
would improve the projections. They suggested high-
er values of k (and hence wp): median of 1 cm?/sec
(3154 m2/yr) with 90 percent (1.650) limits of 0.5 and
2.0 cm?/sec (1576 and 6307 m2/yr). For reasons dis-
cussed inWigley & Raper (1991), they believe that low
values of Ttare appropriate even with afixed upwelling
velocity. They recommend a shifted lognormal distrib-
ution, in which 1e+0.4 islognormal with amedian of 0.6
and 1.650 limits of 0.4 and 0.9; the net effect of this
assumption is that (a) the median is 0.2 and (b) 90 per-
cent of the observations are between 0 and 0.5.

Syukuro Manabe dso favors low values of Tt but
believes that downwelling is likely to decline. He rec-
ommends that we use a value for Tt of 0.2 and assume
that w would decline as suggested by a graph published
in Manabe & Stouffer (1993). Wefit alinear regression
equation of downwelling on transient temperature,
which yielded a coefficient of 15 percent per degree (C),
down to the point where downwelling has declined by
90 percent. We refer to this set of assumptions as OM6.

Michael MacCracken was the first of several reviewers
to note the possibility of a sudden decline in bottom-
water formation, suggesting that the probability of
such a switch would rise to about 30 percent for a4’C
warming; he accepted David Rind's functional specifi-
cation regarding the uncertainty of the threshold T,,,
i.e.,, OM3, discussed below. MacCracken assumed that
the fixed-w specification OM1 and the variable-w
specification OM2 should each be used 35 percent of
the time. For al three models, 1t has a median of 0.2
and 20 limits of 0.04 and 1, with the distribution trun-
cated at 1. For OM2, MacCracken retained the initial
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assumptions of the draft report that 6 has a median of
0.85 (i.e., w declines 15%/°C) and 20 limits of 0.722
(i.e, 0.852) and 1.

MacCracken also explicitly assumed a 0.5 corre-
lation between Ttand 6, which impliesthat lower values
of 11 are accompanied by a greater decline in down-
welling. This assumption was motivated in part by
comparing hisown commentswith those of David Rind.
He observed that there appear to be two schools of
thought on what will happen with deepwater formation.

Some scientigts, such as MacCracken and Manabe,
believe that decreased Antarctic sea ice or incressed
high latitude precipitation could cause adeclinein deep-
water formation. The water that does sink will warm
much less than the globa average because (a) down-
welling in the Southern Hemisphere continues to be
caused largely by seaice formation, and (b) the North
Atlantic Deep Water cannot sink if it warms too much
(compared with the temperature of the thermocline).
This view implies that Tt is low and that upwelling is
senditive to temperature.

Others view the downwelling as driven by a
conveyor that is influenced by the eguatorial up-
welling, which could conceivably increase due to the
enhanced evaporation at higher temperatures. Thus,
polar waters could continue to sink even at higher
temperatures. This view implies a higher value of 1t
but alower decline—and possibly even an increase—
in downwelling.

David Rind preferred to assume afixed w (OM 1)
80 percent of thetime. Hedivided the remaining 20 per-
cent of simulations equally between (a) OM2, with a
gradua decrease in w, using a median and 20 limits
for 6 as specified in the draft report; (b) OM2.1, with
itsgradual increasein w, using a median and 20 limits
equal to the reciprocal of those specified for OM2;
(c) OM3, with its sudden 80 percent decrease in up-
welling; and (d) OM4, with its sudden 80 percent
increasein upwelling. Rind'sjustification for the 80 per-
cent change in upwelling was that deepwater formation
apparently was 80 percent less during the last ice age.
For both OM 3 and OM4, he suggested that the proba-
bility density of a sudden change in upwelling should
increase linearly from zero, for a warming less than
1°C, to a maximum which is reached a 4°C—hence
the quadratic cumulative distribution function.

Unlike the previous reviewers, Rind recom-
mended relatively high values for ¢ In the Northern
Hemisphere, Ty is perfectly correlated with the polar
amplification parameter and lognormally distributed



with 20 limits of 1 and 3; in the Southern Hemisphere,
Tigy isuniformly distributed between 0 and 1. Because
only 20 percent of the downwelling occurs in the
Northern Hemisphere, the net effect is that the global
1t has a median value of about 0.75.

Sephen Schneider made structurally similar rec-
ommendations, although he alocated the probabilities
differently: OM1—50%; OM2—25%; OM2.1—10%;
OM3—10%; and OM4—5%. For al cases, heused the
initial distribution that the draft report applied for OM1,;
for example, 1t had a lognormal distribution with 2o
limitsof 0.2 and 1.

Martin Hoffert favored devoting 50 percent of the
smulationsto OM1, using the initid assumptions of the
draft report for al of the ocean model parameters. Based
on Hoffert (1990), he alocated the remaining 50 per-
cent to OM5. This model assumes that tand w are
fixed for AT<1°C. For 1<AT<T,,, w declines linearly;
for AT>T,,, w remains fixed at 7.5 percent of itsinitial
value w31 Although Hoffert (1990) suggested that
Tw=4°C, for purposes of this study Hoffert suggests
that T, is uniformly distributed between 4 and 6°C.

Hoffert also assumes a gradua increase in the
vaue of Tt For AT<1°C, m=1.0. For AT>T,,, Hoffert
sets 1T equal to the transient polar amplification; i.e.,
sinking water warms by the same amount as circum-
polar ocean water. For 1<AT<T,, Tt rises linearly
between 1 and the polar amplification associated with a
global warming of T,,. Thus, sinking water tempera-
tures warm by the same amount as globa temperatures
for awarming less than 1°C; but as AT approaches T,
the rise in sinking water temperatures gradually
approaches the warming of the polar ocean water.
Because of the drastic declinesin w, however, the prac-
tical importance of Ttdeclinesas AT risesfrom 1to T,,.

Greenland Temperature

Most of the reviewers thought that Greenland is
likely to warm more than the global average3? but

3lHoffert justified this assumption, like most of his comments, on
the paleoclimatic record. Specificaly, based on the Cretaceous
period, he estimates that the ratio (Ty—Tp)/(Tyy—T,) did not rise
above 10/18, where Ty, is the bottomwater temperature, T, is the
polar ocean temperature, and T, is the mixed-layer temperature.
Solving the 1-D model for its equilibrium depth-temperature pro-
file, Hoffert finds that the ratio of 10/18 is consistent with a 92.5
percent decline in upwelling.

32But cf. Karl et al. (1995, in press) at Figure 2 (Greenland has
cooled—perhaps due to sulfate aerosol forcing—as global temper-
atures warmed over last half century).
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most wanted some change to our initial assumption
that P—the Greenland amplification parameter—has

20 limitsof 1 and 2. Wigley & Raper suggested that
this range be viewed as 1.650 (90 percent) limits. At
the high end, Martin Hoffert suggested that Hoffert &
Covey (1992) implies 20 limits of 2 and 4 times the
average globa warming; Stephen Schneider suggested
20 limits of 0.5 and 3.5. Noting that summer warm-
ing could be less than the annual average warming and
that high atitude warming could be less than warming
at sealevel, Mike MacCracken suggested 20 limits of
0.5and 2.

At thelow end of the spectrum, Syukuro Manabe
suggested o limits of 0.5 to 1, noting that the reduced
North Atlantic deepwater formation projected by the
GFDL model would reduce the warming from the
Gulf Stream. In the cases where w declines drastically
(OM3), David Rind made the similar assumption that
P;=0.5. Otherwise, he suggested that 20 limits of 1 to
3 aremore appropriate. Nevertheless, in caseswherew
changesgradually, he assumesa0.5 correlation between
0 and Py, implying that low polar amplification accom-
panies reductions in deepwater formation. Rind points
out that, according to IPCC (1990), Green-land was
about 4°C warmer during the Eemian interglacial when
global temperatures were 1 to 2°C warmer (Velichko et
al. 1982). Moreover, during the Pliocene (3.3to 4.3 mil-
lion years ago), Greenland summers were 10°C warmer
than today, while the mid-latitude Northern Hemisphere
summers were only 3 to 4°C warmer (Budyko & |zrae
1987). Findly, during the Holocene climatic optimum,
Greenland summer was about 3°C warmer than today,
while the mid-latitude regions were only about 1°C
warmer than today (Budyko & lzrael 1987).

Although David Rind was the only reviewer to
explicitly suggest a correlation between P; (Greenland
amplification) and 6 (the change in downwelling), the
combined impact of the reviewer assumptionsalso bears
out such a correlation. Manabe and MacCracken see
substantial declinesinw and relatively low polar ampli-
fication. Wigley & Raper’s smulations and 80 percent
of Rind’s smulations have no change in w and relative-
ly large polar amplification. Schneider shows a dight-
ly greater tendency for adeclineinw than Rind, aswell
as a dightly lower polar amplification. Only Hoffert
falls outside of this pattern, expecting a sharp declinein
sea ice, which would contribute both to a high polar
amplification and alarge drop in downwelling.

All of the reviewers agreed with our assumption



Chapter 3

that Greenland warming would not lag significantly
behind global warming. Martin Hoffert, however,
assumes that polar amplification would initialy be
less than P;. To be consistent with Hoffert (1990), he
suggested that the amplification factor is 1.0 for the first
degree of warming. He trests P; not as an equilibrium
amplification factor, but rather as what the amplification
factor would be once AT>T,,. He then assumes that as
AT increasesfrom 1.0 to T, the polar amplification fac-
tor increases linearly from 1.0 to P;. For example, if
T,,=5 and P;=3, then AT=1, 2, and 3°C imply amplifica-
tionfactorsof 1, 1.5, and 2, resulting in AT greenjang=1. 3.
and 6°C, respectively. Thus, Hoffert's assumptions
imply a Greenland warming similar to the projections of
Manabe for the first degree, Wigley & Raper for the sec-
ond degree, and Rind for the third degree. After that
point, Hoffert's assumptions imply much grester warm-
ing for Greenland than any of the other reviewers.

Antarctic Air Temperatures

The Antarctic contribution to sealevel depends on
changesin both air and water temperatures. Asdiscussed
in Chapter 6, the mdting of Antarctic ice shelves is
assumed to respond to both declinesin seaice and warmer
water temperatures. Warmer air temperatures contribute
both to declinesin seaice, discussed in the previous sec-
tion of this chapter, and the countervailing impact of
increased precipitation, discussed in Chapter 3B.

Most of the reviewers focused on the more impor-
tant Antarctic water temperatures and let stand our initial
draft assumptions for the equilibrium southern polar
amplification and the speed at which the adjustment takes
place. MacCracken suggested that declines in Antarctic
seaice could possibly alow summer air temperatures to
cool; therefore, he suggested that we use anormal distri-
bution with o limitsof 0.5 and 1.5 for the summer ampli-
fication parameter Py, which implies a 2 percent chance
that Antarctic summers will cool if globa temperatures
warm. Wigley & Raper aso suggested arange of 0.5 to
1.5, abeit for a lognormal distribution and 90-percent
limits. Schneider retained our initial assumptions for
winter warming; he thought that summer warming was
most likely to be equa to average globa warming, but
suggested 20 limits of 0.5 and 2 times the globa warm-
ing. Hoffert, by contrast, suggested 2o limits of 2 and 4,
consistent with his Northern Hemi-sphere assumptions.
Rind assumed a median amplification of 2, with 20 lim-
itsof 1.33and 3.

Hoffert and Wigley & Raper werethe only review-
ersto change the smple first-order linear adjustment by
which Antarctic temperatures respond to transient global
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temperatures. Hoffert adopted the specification that he
employed for Greenland temperatures. Wigley & Raper
assumed no additional lag.

Circumpolar Ocean Warming

The reviewers generdly agreed with the draft
report’s assumption that circumpolar ocean temperatures
will respond more dowly than Antarctic and Greenland
ar temperatures. Three of the reviewers suggested no
changeto our initial assumptions of an amplification (P3)
with o limits of 0.25 and 1.0, dong with an adjustment
time (P,) with 20 limits of 20 and 80 years. Manabe sug-
gested that the circumpolar ocean will eventualy warm
as much as the global average warming, but with an
adjustment time of 100 to 300 yesars (o limits). For the
year 2100, this assumption yields about the same circum-
polar warming as our initial median assumptions.

Three of the reviewers, however, suggested sub-
gantialy higher senstivities than reflected in the initia
draft report. Schneider agreed with Manabe that the
most likely long-term amplification would be 1 but
retained our initial assumptions regarding the likely lag.
He aso suggested a relatively wide uncertainty range,
involving 2o limitsof 0.5 and 2. While agreeing with the
initial adjustment times from the draft report, he added
that the adjustment would be (relatively) dower in cases
where the warming is more rapid. Therefore, he sug-
gested a0.5 correlation between the adjustment time and
both emissions and temperature sensitivity.

Rind and Hoffert both suggested that circumpolar
ocean temperatures should warm more than the global
average, in equilibrium. Rind suggested 20 limits of 1
and 3, the same as his suggested range for air tempera-
tures. He noted, however, that the North Atlantic deep
water tends to stabilize both sea ice and circumpolar
water temperatures, so that very little warming could
occur until warmer North Atlantic water arrived. Based
on Broecker & Takahashi’s (1981) estimate that it takes
80 to 90 years for deep water to arrive from the North
Atlantic, Rind specified an absolute lag of 80 to 90 years;
i.e, rather than assuming a linear adjustment in which
some warming occurs immediately, he assumed that the
globa warming in a given year dters the circumpolar
ocean temperatures 80 to 90 years later.

Hoffert also suggested that the impact of global
warming on water temperatures could eventualy be as
great astheimpact on air temperatures. Aswith polar air
temperatures, however, he assumed that the amplifica:
tion factor starts out at 1 and rises with temperatures up
to amaximum velue of P3, as AT risesfrom1to T,,; P3
has 20 limits of 2 and 4. However, unlike air tempera-



tures, where the amplification factor is the ratio
AT 015/ AT, for water temperatures this amplification fac-
tor representsthe derivative dT o, /dT. For example, for
his median assumptions of P;=3 and T,,=5, and using
values of AT=1, 2, and 3°C, his assumptions imply
derivativesof 1, 1.5, and 2, and AT oy,=1, 2.25, and 4°C,
respectively. For awarming of 5°C, however, Hoffert's
median assumptions imply equilibrium circumpolar
ocean warming of 7°C. Thus, Hoffert assumes that for
each degree of globa warming, the circumpolar ocean
warms in equilibrium by less than the polar air temper-
atures, until AT=T,,. At thispoint, Hoffert assumes that
permanent sea ice would disappear, removing the pri-
mary process that prevents the circumpolar ocean from
warming as much as polar air temperatures. Hoffert
assumes that the circumpolar ocean warming lags
behind global warming with a linear adjustment. He
assumes a median e-folding time of 86 years, with 30
limits of 25 and 300 years, which implies 20 limits of
approximately 40 and 200 years. Thus, Hoffert, Rind,
and—to a lesser extent—Manabe expect greater equi-
librium warming of the polar ocean than assumed in the
draft report; but they also expect a dower adjustment.

Sealce

Only two of the reviewers recommended achange
in our seaice assumptions. Rind suggested that, for the
most part, the Parkinson & Bindschadler (1982) study
(i.e., a5’ C warming causes a 50 percent reduction) over-
estimated the response of seaiice, because it omitted the
stahilizing influence of North Atlantic Deep Water. He
therefore suggested that it would be more appropriate to
assume that the decline is only one-half as great as
assumed in the draft report. In the (10 percent) cases
where deepwater formation declines, however, this sta-
bilizing influence would be diminished, and thus the ini-
tial draft assumptions would be more appropriate.

Hoffert, by contrast, thought that the Parkinson &
Bindschadler study understated the decline in sea ice.
Hoffert (1990), for example, suggested that a 4°C glob-
a warming would diminate al of the permanent seaiice.
However, because the Antarctic models employed in
Chapter 5 depend on annua seaice formation, not the
total extent of sea ice, we used the Parkinson &
Bindschadler sensitivities for the Hoffert smulations.

Implications of Reviewer Comments
for Projecting Sea Level

The net effect of the comments from the review-
ers of Chapter 3 isto substantially widen the uncertain-
ty range compared with theinitia report. Atthelow end
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of the spectrum, the incorporation of Robert Balling's
comments ensures that approximately one-eighth of the
smulations assume temperature sengtivities (AToy)
well below the low end of the consensus range adopted
by the NAS (1979), IPCC (1990), and others. The net
effect is that the median and mean values of AT,y are
24 and 2.7°C (as opposed to 2.6 and 3.0°C in the
draft), with 25 percent of the simulations using values
below 1.5°C.

At the high end of the spectrum, the reviewer
comments tend to dightly depress projections of future
temperatures. Three of the eight reviewers—Baling,
MacCracken, and Wigley & Raper—compressed the
upper end of the distribution in some fashion, but the
overall effect is relaively small, with 13 percent of the
smulations having values of AT,y that exceed 4.5°C,
and 5 percent exceeding 6°C.

The reviewer comments for T and w have a
greater impact at the high end of the range: The com-
bined comments of Manabe, Hoffert, Rind, Schneider,
and MacCracken imply that w declines by at least 80
percent for about one-fifth of the simulations in which
warming eventualy exceeds 5°C (in addition to the
more modest declines that occurred in about half the
simulationsin the draft report). Giventhe(0.5t00.75°C
cooling that Figure 3-4 shows for the more modest
declinein upwelling, this greater decline reduces warm-
ing by about 1°C by the year 2100. In addition, two
reviewers suggested substantidly higher values of 1t
For a smal warming, the Rind and Hoffert comments
imply that about 20 percent of the smulations have a
value of Ttexceeding 0.6, with about 15 percent having
avalue greater than 1.0. AsFigure 3-4 shows, thishigh-
er vaue could decrease warming by about 0.5°C in the
median temperature scenario.33

The dower warming, however, is offset by the
increased therma expansion implied by reduced
upwelling. AsFigure 3-4 shows, even amodest decline
in w results in a one-third increase in the warming at a
depth of 500 m; and the resulting expansion of the ther-
mocline more than offsets the reduced expansion of the
mixed layer that results from the smaller surface warm-
ing. Higher values of ttenable the deep ocean to warm
more; avalue of T=1 results in 20 percent more expan-
sion after 100 yearsthan avaue of 0.2. Thus, fiveof the

33The 1%-high temperature estimate for the year 2050 from
Schneider’s assumptions is aimost twice the estimate implied by
Manabe's assumptions. The only materia differencein their assump-
tions are the vaues for tand w: Schneider allows thermohaline cir-
culation to increase in some scenarios, while Manabe has a substan-
tial decrease. See Appendix 1 and Figure 3-13, infra.



